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1 Summary 3 System

We took part in the HARD track, with an active learnindgfeenbow is built in part using components from the MSSearch
method to choose which document snippets to show the ugstem, used in various Microsoft products including the
for relevance feedback (compared to baseline feedback usiigrePoint Portal Server. Although MSSearch maintains its
snippets from the top-ranked documents). The active leapmwn index of a traditional inverted file type, Keenbow can
ing method is described, and some prior experiments with therk with collection indexes stored as SQL tables; the dis-
Reuters collection are summarised. We also invited user fetigetion is largely a matter of performance (efficiency). That
back on phrases chosen from the top retrieved documents, ianbr large collections/indexes, it may be necessary for per-
made some use of the ‘relt’ relevant texts provided as partfofmance reasons at search time to use the native inverted file
the metadata. Unfortunately, our results on the HARD taksidexing system, while for smaller collections everything can
were not good: in most runs, feedback hurt performance, dreldone within SQL. Clearly ‘large’ and ‘small’ are relative
the active learning feedback hurt more than the baseline fetedthe current hardware and low-level system state-of-the-art.
back. The only runs that improved slightly on the no-feedbaltk practice, all the experiments described here came into the

runs were a couple of baseline feedback runs. ‘small’ category, and were run using Keenbow on a Microsoft
SQL Server, running on an Intel Quad 700MHz Xeon with

. 3GB RAM.
2 Overview The basic ranking algorithm in Keenbow is the usual Okapi

BM25. The collection was preprocessed in a standard manner,

The present team at Microsoft Cambridge may be regardesing a 126 stop-word list and the Porter stemmer. In the con-
as the descendant of the Okapi team, working first from Cigxt of query expansion (from relevance or blind feedback),
University London and then from Microsoft. A summaryeature selection is again based on usual Okapi methods — nor-
of the contributions to TRECs 1-7 is presented in [4]. Imally, the absolute term selection criterion described in [5]. As
these TRECs on various adhoc tasks we had concentratethefiore, relevance feedback involves selecting a small number
the weighting schemes and pseudo relevance feedback (bditerms from the known relevant documents, and weighting
feedback), and had developed the successful BM25 weightidigselected terms (including the original topic terms) by the
function. However, we also took part in most of the early intensual BM25 methods.
active tracks, and also developed iterative relevance feedbacRurrently Keenbow indexes predefined passages (we have
strategies for the routing task. Following up on the routingpt yet implemented in Keenbow the arbitrary window re-
work, in TRECs 7-11 we took part principally in the adagrieval that we had in Okapi). For these experiments we de-
tive filtering track (summarised in [6]). This work includedined passages at a level which comes somewhere in between
developing alternative feature selection strategies, and alsopatagraph and sentence — in other words, documents are bro-
tensive analysis of thresholding; one outcome of the latter @& into non-overlapping passages, each consisting of one or
a method of calibrating the BM25 score into an estimate of thdew sentences.
probability of relevance.

For this year's TREC, we have entered only the HAR
track. We have concentrated on the use of the clarificatgn HARD
forms (one-shot interaction with the originator of the topic). . )

Since moving to Microsoft we have been working in paﬁhe particular aspect qf the HARD trgck wh|ph appealed to us
with a successor to Okapi, the Keenbow evaluation envird$2S e opportunity to invoke a user-interaction phase actually
ment. The work reported in this paper was undertaken entirleWOIV'ng the assessor who originated the topic. This is clearly

with this new system, which is described in outline below, ighly artificial if we want to see it as a simulation of a genuine

interactive system; however, it is the first time in TREC that we
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An outline of the system is as follows. We put the orig«;, f (z;)) (the training sample). However, in thactive
inal topic to the system in the usual fashion, and obtain tlearning setting [3, 2] there is no pre-existing training sam-
top-ranked retrieved documents. From these we select sgieg but rather we get to ask querythe functionf(z) with
to show to the user/assessor. The baseline system show®thehosen: values. In general, rather than querying points
top five documents, but the major experimental version shoatsandom, it is much more advantageous to query points for
five selected from the top 30 according to an active learningpich i) our incertitude is greatest and ii) obtaining an answer
principle, as discussed below. What we show the user in es&@hour query will change our present model of the function
case is a short passage extracted from the document in a qubeymost. Active learning algorithms are used to choose these
specific fashion: a query-specific snippet. In addition, walues in some optimal manner, exploiting properties of the
show the user some (max 15) 2-word phrases selected ffomction f to obtain the most information in the least number
the snippets according to a statistical measure, again descritfgabints.
below. We invite the users to make ‘relevance’ judgements orThis problem is reminiscent of our problem in HARD. Here
each snippet and on each phrase (the form of the questiowéswish to learn the probability of relevance of a document
discussed below). The clarification form submitted to the useith respect to a quen®(r = 1|d, q), werer € {0,1} is a
is made up out of these snippets and phrases. relevance indicator function, antlandq are the indexed doc-
On receipt of the completed clarification forms, we hawgments. From a probabilistic learning perspective we would
made various runs using various parts of the returned inftilen need a collection of data poiriig d, ). We cannot do
mation in different ways. We also make limited use of sonpeobabilistic learning as such yet, since we do not have any
of the metadata. Some of these runs were submitted as smeh data points but perhaps we coulduerythe judge for
official returns, and others have been evaluated since. such values. We would need to present the judge with the
guery and a carefully selected batch of documents and ask him
to reveal if the documents are or are not relevant. We would
then use this information to i) update our approximation of the
Okapi BM25 is used with the following parametets: = 0.4; function of interestP(r|d, ¢) and ii) select the next batch of
b = 0.75; k3 = 0 (the last means that duplicate query ternggints.
were ignored). However, two things stand in the way of such an approach.
This procedure is used with the feedback obtained from thiee first problem is that active learning algorithms are tailored
clarification forms, as discussed below. It is also used in ttteeach learning algorithm. Probabilistic active learning ex-
active learning stage, when we hypothesise various combiptits properties of the learned function [3, 2]; in particular
tions of relevance judgements which the assessor might make needs to compute analytically how the introduction of a
on the documents presented. data point will change the approximation of the function. But
Essentially the procedure is as described in many previdughe case of Okapi feedback thisagriori unknown (as de-
TREC reports and elsewhere. Each relevant document gofibed above).
piece of text) is parsed to extract all terms as indexed. A tableThe second is that we only get a single chance to ask the
of statistics for the complete merged set of terms (includinglge! So iterative procedures are out of the question. All we
all original topic terms) is generated, a term selection valuecan do is exploit the knowledge available in the query to form
calculated, and the top terms according to this value are ggF initial approximation ofP(r = 1|d, ¢q) and then select a
lected for inclusion in the query. The various parameters faaitch of documents to be used as queries.

4.1 Basic methods

this process are as follows: So in fact active learning will be used weakly, more as an
e Term selection function: Absolute function described inspiration than as a rigorous application of its principles. For
[5]. this reason we call the resulting feedback algorithative
e Threshold for term selection: -8. feedback

e Treatment of original topic terms: forced inclusion.

e Weighting after selection: original topic terms wer®.1 Algorithm
given a boost in the expanded query by assuming that o
they occur inrload out of Rload mythical relevant doc- Ve @ssume that we have the following:
uments, to be added to theand i respectively concern- o a queryg,
ing the actual relevant items. These parameters were sef an indexed document collectidd := {d;},_,

to Rload = 20 andrload = 19. ] ) ]
e aretrieval functionr(d, ¢, F') which scores a documeidit

for a given query; and a giverieedback sedf documents
5 Active learning: document selection FcD.

T . . . Ln fact the extra documents (metadata items with ther¢ity provided
In '_[he usualprobablllstlc learning setting we are tying 10 py the judges could be considered as such data-points, but unfortunately these
estimate some functiorf(z) from a collection of values were not available at form-generation time.




set. Specifically, we could ask the user to verify the documents

Biind in the setF'z and select the relevant ones, forming the new set
Feedback > ps Fg,. This would result in the new (and hopefully improved)
(Fe) i : rankingp ..
We consider this “verified blind-feedback” method to be our
(Fg) HARD baseline. We believe we can improve on this selection

because we feel that the top scoring documents, while they are

coethe | the mostlikely relevantdocuments, are thieast informative
the query Po relevant documents, for two reasons: i) they will probably be
(Fe) very alike (the top documents are likely to be very redundant)

and ii) the relevance of the documents is well explained by the
query already.

Introducing the human judge as a filter has a crucial effect:
we do not need to fear introducing irrelevant documents, since

\ Active Judge
4 Feedback [ . selection
(Fa) (Far)
Qfe human judge will eliminate them before retrieval! If we

Figure 1:Boxes and trapezes indicate automatic and mand i
. S F 4 the set automatically selected for feedback, then the set

rocedures respectively. Feedback set names are |nd|cate8qn 4 . - ’
P P Y sed for feedback will be the human-verified 8&t, C F4.

parenthesis. Circles indicate the resulting collection rankinglé._l_hi llow 1o look for more exotic documents that m
Initially, a document collection and a query are fixed. Tt}? S allows Us 1o fook for more exolic documents that may

feedback set is empty and the resulting rapkis the usual . € false butif they were relevantwould carry a lot of new

ad-hoc rank. By selecting first documents of this rank as éormatmn on the query. Of course, since the judges have

feedback setF;) we obtain the usual blind-feedback rankitie time, we need to be slightly conservative or we risk not

ing pp. If the judge is presented the documentsFinp she gsmg ami relevanlt d?C(;J;Aents (e.ga. = 0 if no relevant
will select the relevant ones only'4..) obtaining an improved O_I(El;mre? f ar\?\,se\,ﬁﬁ er )'Lh t we need to detect not onl
blind-feedback ranking g.. Finally, using the proposed ac- erefore, we argue that we need to detect not only

e feedbac procecure, e prert theSeto e judge, ° MOSUAocumes b aso e memtomate,
who selects the relevant documents orily (). This results ' ’ P 9

in the ranking change (or update) in the retrieval function if they were rel-
P evant. Unfortunately we do not have a good way to define
the information gained by the introduction of a particular doc-

We will assume that the function models the probability ument inF._This is because we are considering a general re-
of relevance of the document, given the query, the CO”éE]_eval function (a black-box), and therefore cannot analyse the
tion statistics and the feedback et 7(d, ¢, F) ~ P(r = effect of a relevant document in the function itself. All we can

1|, , F, D). We do not assume any further knowledge abogtgserve.is the output of _the bIack—qu: the change iqduced in
the retrieval function. In particular, we do not assume kno@¢ ranking of the collectiony. For this reason we define the

the way in which the feedback sEtmodifies the query or thefoIIowing function of the difference between two orderings:

® ©

scoring function. 3 lpal 1 1
This black-box approachhas the advantage of remaining 6 (pa —pB) = 2 Z ( - >
quite general; in particular we will exploit the Okapi feedback =1 \PLA - PLEB

framework which we know to be discontinuous with respectigherep, 4 indicates thdth coordinate of the vectgr,, and

the function parameters (and so difficult to analyzside the the constan/#? is a normalisation factor which keepsin
box). However, the cost of this generality will be high: latethe [0,1] range. This function is chosen on the basis of the
we will only obtain a heuristic algorithm instead of the usu&bllowing criteria:

provably optimal active learning algorithms. e it should have the value 0 if the two rankings are identi-
Now we note that after fixind), = and ¢, each feedback cal, and approach 1 if they are very different;

subsetr” C D will implicitly define an ordering pp = e it should depend more on the top end of the ranking than

_(d(l), —vd(ny) Of the documents on the collection, whelg, on items further down.

is the document with rankunderr (d, ¢, F'). This second point is achieved by using the reciprocal ranks

Initially no human judgements are known and Bo= (). instead of the ranks themselves (in the same way that known-
This results in the baseline ad-hoc ranking of the collectidftem search tasks are often evaluated using mean reciprocal
po- The usuablind feedbacknethod setd™ to thek highest rank). Note that it doesot behave like the inverse of a rank
scored documents. Let us denote thisBgt:= {d(;)|i < k} correlation coefficient, specifically in that it has no notion of a
for some value ofc. The resulting collection ranking is dereverse correlation.
notedpp (see Figure 1). We can finally state our objective: we need to choose the

In the HARD setting, however, we can ask the user the reset F4,. (of some fixed sizé:) that maximises the quantity
vance of a number of documents before defining the feedbddkg, pax).



Unfortunately, we do not know which documents will be e Acceptthe top 15, or those with term selection valu
chosen by the judge, and so we do not have acceBg.toSo whichever is the less.
we will revert to maximising thexpectedhange of rank over
all possible judge selections (weighted by the probability thatThe resulting phrases mostly looked like reasonable
these selections are relevant under For this, let us denote phrases; some not. An example list from Topic HARD-033 is:
by F the power sétof F and byF; the set of all subsets ofantimicrobial drug; APHIS regulations; hog cholera; intesti-
F with sizek or less includingd). With this, we can define thenal tract; contagious disease; Endangered Wildlife; Nacional
expectatiorof § over the set of documents underr(d, ¢, ) de; golden eagle; occurring outside; animal drugs; drug re-
as: sistant; animal product; Shanxi Province; draft guidance; wild

imal
E[6F] := Z 5 (py, prv) H  (dir 0, 0) animals

F'eF d;eF’

Finally, we define theactive feedback set’y as the sub-
set of the collectiorD of some fixed sizé which maximises o .
E [6,): 7 Clarification forms
Fy =argmaxE[0p]
FeDy,

In practice the size db is too large to exactly compute 5.1.7'1 Retrieved items

But we notice that for most documents their probability of rel-

evance is so low that they would bring to zero any expectatiéa indicated, our principal aim was to obtain relevance feed-
in which they are considered as candidates. Therefore ib&ck data from the assessors. However, given the various lim-
safe to consider only the most relevant documents as caiiditions (screen real estate and time taken to complete) on the
dates. We do this simply by considering only the documemigrification forms, it was not feasible to present the assessors
in D with highestr(d, ¢,?) values. For our the HARD 2003with anything like complete documents. In a reasonable com-
runs we considered only the top 30 documents. The calcyigemise between document numbers and amount of informa-
tion of § (p4 — pp) is based on comparing the rankings of thiégon per document, we decided to present up to four lines from
top 500 documents (as indicated, it is most strongly affecteach of up to five documents.

by changes at the top of the ranked list). At the time of indexing, each document is partitioned into

predefined, non-overlapping passages. Each passage is a sin-

. gle sentence or a small number of contiguous sentences. We

6 Phrase selection therefore presented the best-matching passage from each of
. _..the selected documents in the form. In cases where the se-
The two-word phrases to be shown to the user in the clarifi¢gsieq passage was too long, it was arbitrarily truncated. Most
tion forms were selected as follows: passages presented would include at least some of the query
We considered each pair of adjacent words in every snippgins, put some would not, because of this arbitrary trunca-
shown to the user. For each such pair, we calculated the {plr, e considered including the complete passage in a small
lowing plausibility measure (originally used in [1]): Kand?  gcroliaple window in these cases, but rejected this idea, both
are two terms with frequencieg(s) andn(t) respectively the o technical reasons (the version of Netscape being used by

plausibility of the adjacent paist is n(st) x C/(n(s)n(t)), the assessors) and because it seemed counter to the principle
whereC' is the total number of tokens in the collection. Fq¥s 5 restricted clarification form.

randomly collocated terms we would expect this measuretobe )

around 1; we set a high threshold on it to select words which! h€ issue of what question to ask the assessors about each
are collocated considerably more often than that. The sel@@cument was an interesting one. Perhaps unlike many users
tion threshold chosen was 20. We also chose phrases wifff fR Systems, they can be expected to have a rather clear idea
reasonable frequency of occurrenegst) > 10). Finally, we about what ‘reIevantj rr_nght mean, given that they.e|ther hgve
calculated the offer weight or term selection value, on the bligi€ady made, or will in the near future be making, official
feedback assumption that the snippets chosen are all releJdHEC relevance judgements. On the other hand, the official

(this is of course before we have user judgements). Thus ifggements they will be making will be on the basis of read-
complete criterion was: ing (or at least being able to read) the entire document being

judged. It seems a little hard to ask them to make an equivalent

* Select phrases with plausibility 20; judgement on the basis of the snippet presented.

e From these, select those witlist) > 10;

. ) One of our interests is in the use of indirect evidence such
e Sort these by term selection value;

as click-through as a form of feedback. We therefore decided
2that is the set of all subsets &f including . It is usually noted#™* but 10 present the_ relevance question to the assessors as a click-
this clashes with our notation. through question:




Assume that you have issued a query on the above topic t8 Use of feedback data and metadata
your search engine, which has responded with the
following list. When we have received the assessors’ responses to the clarifi-
Would you click through to any of these documents?  cation forms, we have various forms of data that might be used
Check as many or as few as you like. in various ways and in various combinations in feedback. We
* If you can answer your question from the snippet alope, have tried a few of these combinations as officially submitted
please check "No need”. runs, and some additional combinations are also evaluated in
The radio buttons beside each item were: this paper.
e Yes
e Perhaps 8.1 Evaluated snippets andelt items
e No

Snippets evaluated as relevant (in the click-through sense) are
e No need * to be used for relevance feedback. In common with most other
The default button was ‘No’. The ‘Perhaps’ was included prielevance feedback experiments, we make no use of items
marily for the comfort of the assessors who might find it difudged not relevant — they are simply ignored (instead, statis-
ficult to make a definite answer in some cases, but allowstigs from the whole collection, excluding those documents
to try the relevance feedback with or without tAerhapsre- known to be relevant, are taken to represent the non-relevance
sponses included as relevant. The ‘No need’ button was @fass). Furthermore, we use the items judged relevant only in
cluded on the basis that some of the questions could be e usual relevance feedback algorithm: although it is likely
swered with a sentence or phrase which might actually bethat these items rise in the ranking as a result of the feedback,
the snippet. These were counted as relevant (although in sihehie is no necessary reason why they should rise to the top,

cases relevance feedback seems a bit superfluous). and we do not force them to do so.
The responses were coded 3 (No need), 2 (Yes), 1 (Perhapd)) the present circumstances, there is a choice between tak-
0 (No) for the experiments discussed below. ing as the texts of the relevant items just the snippets judged

relevant by the assessors, or the entire documents from which
72 Ph they come. We have chosen to take just the snippets them-
) rases selves, on the grounds that those are the items of text actually

Phrases were selected from the snippets chosen for the d#¢dged (but in the cases where the snippet was truncated for

ments shown to the assessor (but before truncation). Up taiSplay, we take the entire snippet). It may be argued that this
were selected. The question asked was: approach does not fit very well with the theory on which the

: , relevance feedback algorithm is based, which involves count-
Do any of the following phrases help to describe what youjng qocuments containing each term. This is an issue for fur-
are looking for? Check as many or as few as you like. har work.

* Ifyou think a phrase is indicative of a d:)cun?,ent you flo One of the metadata items to which we now have access

not want to see, please check "Neg". is the ‘relt’ item — that is, any texts provided as relevant by
The radio buttons for each phrase were: the assessor in advance of the search. One issue associated
e Yes e No e Neg* with theserelt items, interacting with the issue just mentioned,

The default button was ‘No’. The ‘Neg’ (negative) button wd§ their length — they are typically quite long, certainly much
included on the grounds that ‘No* was neutrdlo( phrases longer than our snippets, and probably comparable in length to
would simply be ignored), but some phrases seem to intile documents. In the experiments where we have included the
cate an incorrect context, and might therefore be treated iff1tems, we have treated them in the same way as the relevant
more strongly negative fashion, as providing positive evidercidPPets. However, it seems likely that some differentiation
againstthe relevance of the document. This was quite a popijould be made.

lar button among the assessors, but raises interesting questions

of how the negative evidence should be used, discussed fur@_ez Positive phrases

below.
These responses were coded 1 (Yes), 0 (No), -1 (Neg) fiowould be possible to treat any phrase as if it were a (new)
the experiments discussed below. single term, and give it a weight on the same basis that a term

There was no necessary reason to choose the phrases fwonld be weighted. However, this ignores the fact that the
the chosen snippets — we could have chosen them from phease may contain terms that are themselves in the query. In
(whole) chosen documents, or from some other set of dothis case, the danger is that a document will be overweighted
ments. The data we have collected from the experiment alldvexause it gets the weight of the phrase and also the weight of
us to simulate two more possibilities, by using the phrases g single term contained in the phrase. To put it another way,
lected for the baseline run with the snippets selected for the probabilistic model makes independence assumptions, but
main experimental run, and vice versa. in this case we have an extreme dependence situation: the pres-



ence of the phrase implies the presence of any constituent simrences of the term on its own should continue to count pos-
gle term. itively. There is a slightly complex interaction here with the

Since the constituent terms may or may not be in the quefyiactor which is the other bit of BM25, and the proposed al-
we have a set of cases to deal with. Also, a phrase has a ‘gatithm does not deal very elegantly with this interaction, but
ural’ weight of its own (the usual RSJ weight which is thenay serve as a first approximation. In addition, the presence
document-independent part of the BM25 formula, which ref the phrase in a document should somewhat reduce the score
duces to a tf*idf weight in the absence of relevance informafthe document. The ‘natural’ (quite likely positive) weight of
tion but is a relevance weight when we have such informatiott)e phrase does not figure in this algorithm; however, we be-
This ‘natural’ weight may or may not exceed the combinegin by assigning the basic amount by which the phrase should
weights of the constituent terms. reduce the score. This might be a small positive constant, or

Thus our algorithm looks like this. We consider only 2-termerhaps half the average weight of the single query terms, or
phrases ab, and w(x) is the natural weight of x, which can te weight of the least-weighted single query term. Then we
single term or phrase. wPhrase will be the weight to be giveansider the cases.

to the phrase. ]
define small wDown> 0

wPhrase— w(ab) wPhrase— -wDown
IF (ac query) THEN wPhrase- (wPhrase - w(a)) ENDIF  IF ac query THEN wPhrase- (wPhrase - w(a)) ENDIF
IF (b € query) THEN wPhrase- (wPhrase - w(b)) ENDIF  IF b € query THEN wPhrase- (wPhrase - w(b)) ENDIF

IF (wPhrase< 0) THEN wPhrase— 0 ENDIF ] ]
There is clearly scope for many experiments here. In the

event, because of the generally negative results from the other
experiments discussed (and our efforts to understand them),
we have not yet conducted any experiments on these negative

Negative phrases present some of the same problems as PESRSES.

tive ones — namely, any of the constituent terms may or may

not be in the query. In addition, there is another general prgp»4 Topic description and metadata

lem about using negative weights. The probabilistic theory

that is the basis for BM25 is quite at home with negativelAs a guiding principle, we tried to limit the amount of infor-
weighted terms — essentially any term whose presence imation requireda priori form the user. To this end, we used
document is evidence against relevance — but for several pady the Title of the topic description (discarding the topic’s
tical reasons, negative weights have been avoided in alndgscription and narrative) and discarded most of the topic’s
all work with BM25. The normalisation of BM25 is designednetadata. The two exceptions were:

to ensure that an absent term contributes nothing to a doOGIRANULARITY  If the value was SENTENCE or PHRASE,
ment’s score, which means that documents containing none of we returned the best-matching passage as the passage-
the query terms (usually the vast majority of documents) have definition in the retrieved document (after ranking the
zero score. This is a big advantage in a system based on in- documents by the usual document score).

verted files. Furthermore, if the query contains only positivelye| ATED-TEXT We used these texts in the same way that
weighted terms, then this large set of zero-scored documents ;o ;sed fragments returned in the clarification forms as
is necessarily at the bottom of the ranking. Thus a ranking |gjevant (see experiments below).

of all the non-zero (and therefore positive) scores implies in

a very straightforward way a ranking of the complete collec-

tion (and of course no user ever ventures into the large masg)of Experiments
zero-scored documents tied at bottom rank). The usual term

selection algorithms that form part of relevance feedback t
to select only positively weighted terms.

Introducing negative term weights potentially complicaté&efore deciding on the methods to be used for HARD, we
this picture. In practice, however, small negative weights fonzade a series of runs based on the active learning idea with the
small number of terms may be accommodated (we would pReuters RCV1 corpus (as used in recent years for the adaptive
sumably only ever look at documents with resulting positifgtering track), with the topics generated for last year's filter-
score, and ignore not only the zeros but also the net negativaly track. We did not have the possibility of interaction with
scored documents). the assessors in this case, so the experiments simulated user

In the light of these considerations, the proposed treatméedback (or rather an upper bound) by assuming that the user
of Negphrases is as follows. The principle is that if either (avould recognise as relevant the chosen snippet from a docu-
both) of the constituent terms is in the query, occurrencesneént that was officially judged as relevant.
that term in the documeams a constituent of the phrasbould  In other respects these experiments were similar to those
be ignored (that is, should not contribute to the s, but other @onducted for HARD - that is, for the active learning proce-

8.3 Negative phrases

g% Preliminary experiments



on the baseline run, and the other on the items selected by
the active feedback analysis described above. (However, we

§ 60 attempted to remove duplicates from the baseline run snippets,

g after selection of the top 5, so that we often presented less than

g 50} . I 5 snippets. The active feedback algorithm could be expected

= 1A to remove duplicates anyway.)

o 40| s/ i Thus we had the following main variables to experiment on:

w H 7 . .

o Active ]/[ e use of the snippets in relevance feedback;

§ 30! 2 14 | e use of the relt texts from the metadata in a similar fash-

= P ion;

ﬁ >0l é . l ¢ and use of the phrases.

e L/ aseline Our official runs were coded MSRCsXeXpX and MSRCsX-

§ 10l 4 o i eXpXB where the Xs are defined below and the B indicates

= / use of the baseline clarification forms (rather than the Active

= /-" Feedback ones). The use of snippets is coded s1, s2 or s9 — s9

;e 00 > 4 6 means no shippets were used in feedback, s2 means that only
# Feedback Docs the ‘Yes’ and ‘No need’ snippets were used (referred to be-

low asbestsnippets), and s1 means that the ‘Perhaps’ snippets
Figure 2:Results on Reuters RCV1 corpus, TREC 2002 filterere also used (referred to geod snippets). el means the
ing topics. Performance is shown after feedback on 1-6 destended (relt) texts from the metadata were used, e0 that they
uments. In the case of the Baseline, these are the top-rankede not. pl indicates that the positive phrases were used, p0
documents; in the case of active learning, they are those gt they were not (the negative phrases were not used in the

lected from the top 30 by the active learning algorithm. official runs). We submitted these runs:
Run CFs | Snippets| relt texts | phrases
. . MSRCslelpl | AF iti
dure we chose the best snippets according to the above algo- SRCslelp good yes pos!t!ve
. . . ) MSRCsl1eOpl | AF good no positive
rithm, without reference to relevance judgements. Having cho
th inpet looked up their rel ud s MSRCs1e0p0 | AF good no no
e el e MgeTent Psmsseron | AF | none | yes | posie
eu uaty suiting a user, us Snippets MSRCs2e0pl | AF best no positive

relevant documents to expand the query. The baseline here

was to choose the top-ranked documents to provide the sni mgﬁg:igiggB Ezrslz 3823 522 pogic'zive
pets and the relevance judgements. MSRCs1e1pOB base| good yes positive

These experiments and results are not describ_ed in dgt "MSRCsleOpOB base| good yes positive
here, but Figure 2 shows some results. Both active Iearnln\,N - — - )
and baseline feedback improve on the baseline without feed'/e have since completed additional runs with other combi-
back. On the whole the active learning procedure does H2LONs of these variables.
ter than the baseline feedback with few judged documents;
this advantage may have disappeared by the time five do8u3 Results
ments have been used for feedback. Nevertheless, the re?éj

I .
. o : n%rtunately, our results have been almost exclusively nega-
from these experiments were sufficiently encouraging for us 10

. . . - tive. That is, we failed to improve significantly on the base-
adopt the active learning method in our HARD expenmentsrine with any of our methods: most of them degraded perfor-
mance. Furthermore the active learning methods degraded per-
9.2 Variables and runs formance more than the baseline feedback runs. The main re-
sults are in Table 1. The only run that outperforms the baseline
The initial run, submitted before the clarification forms, igses the top 5 best snippets only, no phrases or relt texts.
called MSRCbase. This is a straight BM25 baseline run onwe wished to test the hypothesis that the difference from
the topic titles only, and was the basis for the construction @ir earlier Reuters experiments had to do with the fact that we
the clarification forms. used official relevance judgements in the Reuters experiments.
[Actually, we believe that the run we submitted as baselige therefore made some runs on the HARD topics based on
run was not the correct one. The submitted run was somewthigt selected snippets, but looking up official relevance judge-
better than the ‘real’ baseline. The results reported below inents rather than using the feedback provided to the clarifica-
clude the correct baseline run. They do not, however, chanigé forms. However, although this gave slightly better perfor-
the generally negative results of this paper.] mance than our official runs, we still do not get anything like
As indicated above, we submitted two sets of clarificatidhe increases observed in the Reuters experiments (see Table
forms, one based on snippets from the top 5 ranked documeé)ts




Table 1: Main results
Run MAP | P@10| Notes
[MSRCbase] .285 | .496 | Our corrected version, not as submitted
MSRCs1e0p0 239 | .467 | Feedback from active learning snippets
MSRCsle0Opl 215 | .421 | —plus phrases
MSRCslelpl .255 | .488 | —plus relt texts
MSRCs1elpO* | .251 | .454 | —relttexts but no phrases
MSRCs1e0p0B | .282 | .490 | Feedback from top 5 snippets
MSRCs1e0p1B*| .251 | .446 | — plus phrases
MSRCslelplB | .277 | .492 | —plus relt texts
MSRCs1elpOB | .291 | .494 | —relt texts but no phrases
MSRCs2e0p0* | .259 | .488 | Active learning best snippets only
MSRCs2e0p0B*| .297 | .504 | Top 5 best snippets only
MSRCs9e1p0 251 | .452 | Relt texts only, no feedback

Note: The results here differ slightly from the official ones. This is probably due to a
small difference in our method of calculation of the measures fromevat We will be
attempting to locate and remove this difference.

Note 2: Runs marked * are additional to the official runs.

Table 2: Feedback using official relevance judgements
Run MAP | P@10| Notes

MSRCs1e0p0-R | .265 | .488 | Active learning snippets, official rels
MSRCs1e0p0B-R .273 | .485 | Top 5 snippets, official rels

10 Conclusions Eighth Text REtrieval Conference (TREC8ages 151—

162. Gaithersburg, MD: NIST, 2000. NIST Special Publi-
We are obviously disappointed at the results obtained. They cation 500-246.

suggest that our basic feedback methods are fragile with [?STS E Robertson and S Walker. Microsoft Cambridge
gard to some or all of the following: the collection, the na-" 4 TREC-9: Filtering track. In E M Voorhees and
ture of the documents, the use of snippets for feedback, the b Harman, editorsThe Ninth Text REtrieval Confer-

topics. .. Given that feedback on the top five documents (base- gyce (TREC—9)pages 361-368. Gaithersburg, MD: NIST,

line feedback) hurts us, it is perhaps not surprising that active 5991 NIST Special Publication 500-249.

learning feedback hurts us more. We have some serious wark .
t0 do! [%Ij S E Robertson, S Walker, H Zaragoza, and R Herbrich.

Microsoft Cambridge at TREC 2002: Filtering track. In

E M Voorhees and D K Harman, editor§he Eleventh
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