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ABSTRACT
Semantic Search refers to a loose set of concepts, challenges
and techniques having to do with harnessing the information
of the growing Web of Data (WoD) for Web search. Here we
propose a formal model of one specific semantic search task:
ad-hoc object retrieval. We show that this task provides a
solid framework to study some of the semantic search prob-
lems currently tackled by commercial Web search engines.
We connect this task to the traditional ad-hoc document re-
trieval and discuss appropriate evaluation metrics. Finally,
we carry out a realistic evaluation of this task in the context
of a Web search application.

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Search and Re-
trieval—Retrieval models

General Terms
Experimentation, Measurement, Performance

Keywords
semantic search, evaluation, object retrieval

1. INTRODUCTION
In recent years the field of web search has diversified,

bringing new challenges beyond the traditional text-based
search problem studied by information retrieval researchers.
Among these new paradigms is the field of semantic search,
in which knowledge bases are used as the primary informa-
tion source for search, or as a complement to text retrieval.

The last two years in particular has seen an increase both
in the number of knowledge bases published as Linked Data1

(such as Freebase2, DBpedia3, and others) and in the avail-
ability of metadata embedded inside web pages, thanks to
the support for metadata standards by major commercial
search engines (e.g. Yahoo’s SearchMonkey4 and Google’s
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Rich Snippets5 projects). Conservative estimates put the
amount of structured data on the Web at over 100 billion
triples today. The increase of size in the data that is handled
first led to significant research on scalable indexing tech-
niques with much input from the database community [1,
18, 26] and at the same time put a focus on the ranking of
results. Ranking is also motivated by a growing number of
end-user application scenarios where queries are given by or-
dinary users as keywords, and not in formal query languages
such as SPARQL.

Despite the recent surge in semantic search research, there
has been little work focusing on principled evaluation tech-
niques for assessing the effectiveness of semantic search sys-
tems. In order to develop the specific components of seman-
tic search technologies, as well as compare one system to
another, a common evaluation methodology is needed. The
lack of a common methodology specific to semantic search
has also been identified by the participants of the Semantic
Search workshop series [28] as one of the major stumbling
blocks to future development of this research area.

Most current approaches to evaluating semantic search
systems are adaptations of document evaluation techniques
from the information retrieval community (e.g., [9]). In this
setting, semantic search systems ultimately perform docu-
ment retrieval, and the quality of documents returned is used
as a metric of the quality of the entire system. These results
make it difficult to interpret how well a semantic search sys-
tem functions internally.

We make the following contributions.

• We define the ad-hoc object retrieval task for evaluat-
ing semantic search systems on the Web of Data. The
task is based on answering arbitrary information needs
related to particular aspects of objects, expressed in
unconstrained natural language and resolved using a
collection of structured data. We also explain the prob-
lems in mapping the current methodology for ad-hoc
document retrieval to ad-hoc object retrieval.

• We analyse a real world web query log from a semantic
search point of view, and propose a semantic search
query classification based on this analysis.

• We propose a methodology for ad-hoc semantic search
evaluation. Along the way, we discuss many of the
difficult decisions that need to be made when design-
ing a semantic search evaluation framework and the

5http://googlewebmastercentral.blogspot.com/2009/
05/introducing-rich-snippets.html



Figure 1: Overview of the semantic search process. A keyword query is used to identify relevant web objects.
Relevant objects are ranked, and for each object a set of connected objects is selected as the result.

impact those decisions can have on the quality of the
evaluation and the reusability of human judgments.

• We deploy our proposed evaluation methodology on a
real world data set and query workload. We show ex-
perimentally that our proposal is stable for some pop-
ular evaluation metrics, and that it can reliably dis-
tinguish among the effectiveness of systems with these
metrics.

1.1 Background
It is common to call any information retrieval system a se-

mantic search system if it performs the matching of queries
and potential results at a conceptual level, i.e. by processing
information beyond the surface forms of symbols. Unfortu-
nately, this definition is hard to operationalize when it comes
to semantic search evaluation, because it leaves open the
type of queries processed by the system, the format of the
content and the internal knowledge representation paradigm
applied within the search system.

To arrive at a comparable subset of search systems we
will have to restrict the above definition to systems that
retrieve data from a knowledge base containing RDF data
[17]. RDF is the core part of the Semantic Web stack and
defines the abstract data model for the Semantic Web in
the form of triples that express the connection between web
resources and provide property values describing resources.
(Since many knowledge formalisms can be encoded as sets
of triples, this defines a large class of systems which we will
focus on in the remainder of the paper.) Broadly speaking,
the goal of retrieval in this context is to retrieve parts of
the knowledge base (sets of triples or components of triples)
that best match the query entered by the user.

Note that “resources” in RDF describe “objects” in a Web
of Data. Since the Semantic Web is built upon such data
models, it is also equivalent to think of these objects as
Semantic Web “entities”. We will use each of these notations
in our discussion depending on the context.

Given the structured nature of the data, semantic search
engines also bring new query capabilities to search. In prin-
ciple, each new query type afforded by the search engine
represents specific functionality that could be evaluated sep-

arately. In practice, not all features of any structured query
language would be equally necessary to perform common
tasks. Further, we expect that users will be limited by the
capabilities of the input interface; in particular, we expect
keyword queries to remain the prevalent form of input. To
establish a realistic evaluation that covers the most com-
monly occurring query types, we will perform a study of
keyword queries in a web search query log from the perspec-
tive of the semantic query functionality required to resolve
the query. This will lead us to a simplified taxonomy of web
queries as well as a measure of the commonality of each type
of query, allowing semantic search engines to be evaluated
on realistic work loads.

Figure 1 illustrates a generic architecture for semantic
search systems that perform object retrieval for keyword
queries. In this setting, a keyword query is used to identify
relevant web objects occurring in the WoD. Relevant objects
are ranked based on their content and relationships to other
objects. Finally, each object is explained by expanding a set
of connected objects to provide the final result.

1.2 Organization
The remainder of the paper is organized as follows. In Sec-

tion 2 we outline the ad-hoc object retrieval task and discuss
the challenges and choices made in adapting the ad-hoc doc-
ument retrieval task. Section 3 reports on the results of an
analysis of a web query log which is then used to conduct
an evaluation of a base-line object ranking algorithm using
our proposed evaluation task. In Section 4 we contrast our
approach with related work. We conclude in Section 5 and
discuss future work.

2. AD-HOC OBJECT RETRIEVAL TASK
Because Semantic Search is a relatively new problem, there

have been no formalizations of standard tasks or evaluation
methodologies in order to assess the quality of object re-
trieval on the Web. In this work we try to map an object
ranking problem to the well known problem of ad-hoc doc-
ument retrieval (ADR). Formalization of the ADR task and



of its evaluation opened up the way for research in ranking
models in Information Retrieval. By providing a clear prob-
lem setting, it allowed the creation of standard metrics and
collections, allowing researchers in IR to communicate and
collaborate. This in turn yielded many fundamental devel-
opments in ranking models, evaluation methods, efficiency
and user models.

An overview of the ADR task can be found in Chapter 1
of [16], we summarized the task as follows:

• INPUT: a user query (a keyword query, without struc-
ture) q, a collection of documents C.

• OUTPUT: a ranked list of document identifiers o =
(r1, r2, ..., rk), where dri ∈ C.

• EVALUATION: each document dri is labeled with a
score (independently of the rest) by a judge with re-
spect to the information need originating the query q.

Although ADR was initially developed for research in in-
formation science and library search, it anticipated web search.
Indeed ADR models well the typical situation for a user
searching the web: the user types a keyword query q, and
expects a ranked list of snippets o which represent web pages
(documents). For this reason, web search engines from their
infancy built on all the advances in ADR research, and
adopted ADR metrics.

However, the Web is no longer simply a collection of web
pages. As the WoD grows, we see objects of different types
surfacing in web search results. For example, for queries
with a strong “local” interpretation (such as “Pizza in New
York”), the first results of commercial web search engines are
typically constructed from structured objects and no longer
from web pages. For such applications, web search engines
need to rank all the candidate objects.

For the analysis of such tasks, we propose to modify the
traditional ADR task. Intuitively we would like to replace
documents by objects, leaving everything else the same.
However, this brings up several non-trivial issues that need
to be dealt with. These issues in turn will restrict our defi-
nition of the object ranking task.

The ad-hoc object retrieval task (AOR) is defined as fol-
lows.

• INPUT: a user query (a keyword query, without struc-
ture) q which has query type t and query intent z, and
a data graph G.

• OUTPUT: a ranked list of resource identifiers o =
(o1, o2, ..., ok) such that each oi occurs in G.

• EVALUATION: each object (or resource) oi is labeled
with a score (independently of the rest) by a judge with
access to all the information contained in or linked to
by oi, with respect to the query q, query type t, and
the query intent z.

In the following sections, we highlight two of the key dif-
ferences in evaluating AOR and ADR: the dependence be-
tween the type of the query and the type of result returned,
and the larger role played by result presentation. We then
discuss metrics applicable to AOR.

2.1 Query Types
In ADR, a human judge must evaluate the relevance of

a document to a query. Could a human judge evaluate the
relevance of an object to a query? It would seem so intu-
itively. For example, if one queries for the name of a person,
then any hCard (a micro-format encoding information simi-
lar to a business card) exactly matching the query would be
judged relevant, and other hCard matching the name par-
tially would be judged related but not as relevant. However,
as we push our investigation of object relevance further, we
quickly run into several problems. In particular, results may
be connected to relevant objects, but not directly relevant
on their own. Also, the expectation of what a result is may
vary depending on the query.

Our first step towards studying this problem was to man-
ually analyse a real web search query log, and try to under-
stand how object retrieval in the Web of Data could improve
upon these answers, if at all. For each query in the query
log, we manually annotated any entities, entity types, or
relations occurring among the query terms (see Figure 2).
Furthermore we annotated which was the primary intent of
the query.

In our web search log analysis we identified several query
categories that would require different treatment in an AOR
engine. We established five such categories (see examples in
Figure 2):

• Entity query: the intention of the query is to find a
particular entity. Correct results would be entities cor-
responding to some disambiguation of the query entity.

• Type query: the intention of the query is to find enti-
ties of a particular type or class. Correct results would
be entities that are instances of the specified type, or
an identifier of the type itself.

• Attribute query: the intention of the query is to find
values of a particular attribute of and entity or type.
Correct results would be the values of an attribute
specified in the query.

• Relation query: the intention of the query is to find
how two or more entities or types are related. Cor-
rect results would describe the relationship among the
query entities or types.

• Other keyword query: the intention of the query is de-
scribed by some keywords that do not fit into any of the
above categories. Correct results would be resources
providing relevant information.

The existence of these query types has great importance
for our problem, since each type requires a different type of
result, and would thus have to be evaluated differently by the
human judge. In our opinion, any attempt to directly map
the object retrieval task to the ADR task will fail because
of the existence of these query types, and the differences
required in relevance judgements. We believe this to be one
of the most significant distinctions between AOR and ADR,
and thus one of the most complicating factors in mapping
the ADR task to object ranking. We further investigate this
issue in a quantitative analysis in Section 3.



Query Entities (Types) Intent Category Dom

1978 cj5 jeep cj5 jeep cj5 jeep Entity Cars
applewood golf in windham nh applewood golf, windham, nh applewood golf Entity Other
north texas eye doctors eye surgery north texas (eye doctors, eye surgery) eye doctors Type Medical
akita dog akita akita Entity Other
best cold medication (cold medication) cold medication Type Medical
botanicals for hair botanicals botanicals Entity Other
CARS FOR SALE IN AUSTIN austin (cars) cars Type Prod.
cello players (cello players) cello players Type Ppl.
employment agencies w. 14th street nyc w. 14th street, nyc (employment agencies) employment agencies Type Other
zip code waterville Maine waterville, Maine zip code Attr. Other

Figure 2: A sample of annotated queries from our query log.

2.2 Result Presentation
There is another important difference of object search

with respect to the ADR task: what constitutes a result? In
ADR this is clear: a single document. Documents were in-
vented by humans to be read, and therefore it is no challenge
for a human judge to read a document result and decide its
relevance. However, objects were not really intended for raw
human consumption. Resources are complex, structured,
and heavily interconnected. For example, many properties
may be needed to “define” an object, and blank nodes are
often used to hold information together. The correct unit of
information for retrieval is unclear.

The ADR community has also encountered such problems
when retrieving very large structured documents, for exam-
ple books and XML documents. The main problem there is
to define the right level of granularity of the results: some-
times relevance will be in a single sentence, sometimes in
an entire section of XML subtree. Several approaches have
been developed to tackle these issues, but they always lead
to quite cumbersome task formalizations which demand a
great amount of effort to the human evaluators (e.g., TREC
sentence retrieval [21], and INEX entity search [14]).

We note that similar to the way a text retrieval engine
provides an abstract of the search result, a typical seman-
tic search engine will return more than the identifier of the
resulting resource. For blank nodes, this is a strict require-
ment since the identifier of the blank node is not globally
unique. However, even for results with URIs, the seman-
tic search engine will provide more complete information to
allow the user to inspect the result without retrieving its def-
inition from the Web. The search engine may also highlight
parts of the resulting graph, e.g. to show where the query
terms have matched or which triples have been derived by
inference.

However, treating the resulting (possibly decorated) RDF
graphs as a result would break our commitment to component-
wise evaluation, because the relevance of the results would
be tied to particular strategies for explanation. This would
be similar to judging ADR methods by the quality of the
snippet generator. Take the following example as an illus-
tration:

Example 1. Consider three semantic search systems (S1,
S2, and S3) that all return the entity Albert_Einstein

(identified by URI-1) as a search result for the keyword query
“einstein”. The results are returned as follows:

S1: URI-1

S2: 〈URI-1, rdf:label, “Albert Einstein”〉

S3: 〈URI-1, rdf:label, “Albert Einstein”〉
〈URI-1, dbp:invented, “Theory of Relativity”〉
〈URI-1, namespace:some-relation, URI-2〉
〈URI-2, rdf:label, “Chicken Soup with Broccoli”〉
〈URI-2, food:ingredient, “Chicken”〉
〈URI-2, food:ingredient, “Broccoli”〉

It is evident from Example 1 that, despite all three search
systems having essentially returned the same result, there
is an inherent difference in the quality of how each item is
returned. A human evaluator would likely have difficulty
judging the relevance of the result returned by S1, while the
verbosity of the result returned by S3 seems to make it of
lesser quality than that of S2. It is this difficulty that leads
us to the separation of retrieval from explanation previously
discussed. This allows us to define an explicit evaluation
method for the ranked retrieval of resources with a fixed ex-
planation strategy (and presentation strategy for that mat-
ter), leaving explanation as a separate task from retrieval.

For this reason, in this work we use resources as the unit
of retrieval. We show to the evaluator all of the resource’s
contents and structure including the connections to other
resources. This allows us to reuse human judgments of re-
sources to evaluate different ranking strategies independent
of how systems present results. Section 3 will discuss a par-
ticular evaluation tool and the guidelines used for the human
evaluators, and will present results obtained from the eval-
uation of a baseline object ranking system.

Judging a single resource, while making use of any in-
formation linked to that resource, seemed to us the best
possible compromise for evaluation. It has the advantage
of decoupling the evaluation of objects from its presenta-
tion. Furthermore, it makes no limiting assumptions on the
uses an application may make of the object; on the contrary,
it assumes that the application will know how to utilize a
resource identifier. It is this decoupling of relevance from
presentation that allows the reuse of human judgments. We
consider this to be of paramount importance for an AOR
task.

A last consideration is how object data should be ren-
dered, as objects can include complex structure and there
are a number of different ways in which they could be dis-
played. In our evaluation we use a simple text-based ren-
dering of object results (see Figure 3), a user study of object
display interfaces is outside the scope of this work.

2.3 Evaluation and Performance Measures
One of the advantages of mapping the object ranking

problem to the ADR task is that we can reuse performance



measures designed for ADR. Defining new performance mea-
sures is very problematic, because it requires studying many
aspects of the measure, such as its generalization ability, its
stability, appropriate statistical significance measures, etc.
In fact, being able to use well established performance mea-
sures for the object ranking problem was one of our main
motivations in trying to map the problem to ADR.

Under the AOR task definition, for a given query q and
query type t, a retrieval system will return a list of objects
{o1, o2, · · · , on}, which are evaluated and given relevance
values R(oi, q, t). We consider three popular metrics from
the IR community, normalized discounted cumulative gain
(NDCG), mean average precision (MAP), and precision at
k (P@k) for a k value of 5. Details of these metrics can be
found in Chapter 8 of [16].

3. EMPIRICAL STUDY
In order to evaluate a retrieval task such as ADR or AOR,

one needs to set up a real search task including a data col-
lection and human evaluators. As we saw in the previous
section, in the case of object ranking, we also need to fix the
resource presentation application and the query category.
In this section we set up a realistic evaluation of an AOR
task on the Web. We use real query logs from a commercial
search engine and a real large-scale collection of resources
from a crawl of the Web of Data.

For resources, we focused on metadata publicly available
on the Web. We used a subset of 240 million web pages
which have been crawled by Yahoo! and contain some form
of metadata (RDFa and various types of microformats). This
produced approximately 8 billion triples when normalized as
RDF, or about a 1.1 terabytes data graph (uncompressed).
This graph contains schematic as well as instance data con-
structs, allowing a semantic search engine to exploit explicit
assertions in the data as well as semantic inferences over
RDFS or OWL.

In this evaluation we used the annotated query set de-
scribed in Section 3.2. As argued before, the advantage of
this approach is the diversity of the information needs that
query logs capture, i.e. a sample of the aggregate informa-
tion needs of Web users in the US geography. As opposed
to a manually created or synthetic benchmark these queries
also provide real information needs. Lastly, since our data
set has been gathered from the Web it is natural to rely
on Web queries for our evaluation. The disadvantage of our
method is that the original intent of the query is not directly
available. We deal with this situation simply by allowing
evaluators to skip the queries that they do not understand.
We do not instruct evaluators to skip the queries where mul-
tiple interpretations are possible but rather to consider all
possible interpretations as valid. In practice, the majority
of queries can be easily interpreted by the evaluators.

As an object retrieval engine we used the baseline system
described in Section 3.1. The retrieval implementation uses
an inverted index over the text fields occurring in the un-
derlying triples. This index was used to retrieve a subset of
resources, from which a subset of the RDF graph could be
constructed to produce and rank results. We use MG4J [29]
for our index.

With a fixed retrieval, explanation and presentation strat-
egy, we conducted an evaluation of ranking semantic re-
sources as follows. We computed the top-5 results of a base-
line ranking strategy. We then did a human evaluation of

relevance of the results, and also established the ideal rank-
ing based on the ideal re-ordering using the human evalua-
tions.

3.1 Baseline Ranking Approach
The baseline ranking strategy used is an adaptation of

TF-IDF to RDF graphs. In this setting, we compute an
IDF score for each term in the vocabulary with respect to
each RDF property occurring in the graph. This means, for
example, that the term “John” can have different IDF val-
ues for the properties “vcard:name” and “vcard:address”, a
desirable property to distinguish among common terms in
particular properties. In the example, the term “John” may
be very distinguishing as a street name, while very common
as a person name. We also blacklist a set of RDF properties
that contain a lot of diverse text causing noise in the results.
These properties were chosen manually based on an inspec-
tion of a sample of query results. The blacklisting includes
properties such as review text and blog summaries, which
tend to match a diverse set of terms while providing little in-
sight into the meaning of a resource. While this is certainly
not an ideal ranking approach in general, it provides suffi-
cient quality as a baseline metric to evaluate our methodol-
ogy. A thorough investigation of RDF ranking methods is
outside the scope of this paper.

3.2 Query Analysis
Our query log analysis was conducted as follows. First,

the queries themselves were annotated by human judges.
Judges segmented the query into entities, types, relations,
attributes and remaining relevant keywords. Furthermore,
judges annotated the intent of the query, as discussed in 2.1.
The intent of the query is defined as the component of the
query for which the query is primarily seeking information.
Besides the primary focus, a query may be further tagged
with additional information such as secondary entities that
appear in the query to disambiguate the primary intent or to
provide additional information. For example, the keyword
query “doctors in barcelona” is primarily seeking informa-
tion about “doctors”, which is an entity type. The entity
“barcelona” which also appears in the query would be re-
ferred to as a context entity.

Table 1 shows the results of this study. We found a
large bias towards entity centric queries, or queries that do
not fit easily into a semantic classification (“Other keyword
queries”, for example, the query “nightlife in Barcelona” has
the primary intention of finding information about“nightlife”
within the context of the entity “Barcelona”). We found
that more than half of the queries focus on an entity or en-
tity type. Interestingly, among all of the “Other keyword
queries” (those which do not have any semantic resource as
the primary intention), 14.3% of them also contain a context
entity or type. This means that over 70% of all queries con-
tain a semantic resource (entity, type, relation, or attribute),
with almost 60% having a semantic resource as the primary
intent of the query.

We also asked judges to label queries with a number of
topical domains. These domains were inspired by various
vertical search domains as well as domains manually iden-
tified during an initial analysis of a sample of the queries.
Table 2 shows the distribution over the top domains for all
queries in our sample. Almost half of the queries do not
fit any domains at all, illustrating that a semantic interpre-



Query Type Percent

Entity query 40.60%
Type query 12.13%
Attribute query 4.63%
Relation query 0.68%
Other keyword query 36.10%
Uninterpretable 5.89%

Table 1: Distribution of query types for a sample of
web queries.

Query Domain Percent

Other 49.05%
Navigational 14.44%
Product 14.31%
People 9.81%
Medical 3.13%
All others < 3.00%

Table 2: Distribution of query domain for all
queries.

tation of user queries yields a largely domain independent
workload. Table 3 considers only queries with the primary
intention being a semantic resource (ie., remove all of the
“Other keyword queries”), we see that this result is still
present, though less pronounced. However, navigational,
product, and people searches account for most of the re-
maining queries, showing there is still room for optimization
based on vertical domains. In Table 4 we see that among the
queries with an entity as the primary intention, the percent-
age of queries that do not fit a particular domain category is
almost half in comparison to the full query set. The naviga-
tional, product, and people queries constitute a much larger
percentage of the query domains when only considering en-
tity queries. This implies that entity queries, though still
primarily (26% of the time) domain independent, do have
significant sized classes of queries which may benefit from
domain dependent vertical search. We focus on domain in-
dependent evaluation to cover the more general case, though
our methodology could still apply to vertical search evalua-
tion.

Note that in this classification, a navigational query (e.g.,
“amazon.com”) may also be considered an entity query, and
a semantic search engine may choose to exploit this by re-
turning information about the entity (e.g., information about
the company amazon.com) rather than the entities home
page as in traditional handling of navigational queries.

This analysis shows that type and entity queries consti-
tute the vast majority of structured queries and thus we
can restrict ourselves to these types of queries. For systems
where these query types have a particular significance, sep-
arate evaluations can be devised in the future.

3.3 Object Relevance Analysis
For each of the queries in the analysis set, we run the

baseline object retrieval engine (discussed in Section 3.1)
and asked human judges to evaluate the results. For this,
we developed an evaluation tool which allowed judges to see
all the query information, and the resources being evaluated.

Query Domain Percent

Other 39.44%
Navigational 14.29%
Product 19.61%
People 14.50%
Medical 3.20%
All others < 3.00%

Table 3: Distribution of query domain for all queries
with any semantic resource intent.

Query Domain Percent

Other 26.51%
Navigational 22.15%
Product 20.47%
People 18.79%
Medical 3.36%
All others < 3.00%

Table 4: Distribution of query domain for queries
with entity intent.

The explanation strategy we used was a form of concise-
bounded description6, where all properties directly connected
to a qualifying resource are included in the explanation, and
blank nodes are recursively expanded to provide explana-
tions of how blank nodes connect to any qualifying resource.
We limit the expansion to a maximum of ten properties to
avoid overwhelming the user with high degree nodes (which
are often large collections of tags, generally unrelated to the
resource and can thus be considered as spam). We do not
enforce a limit on how many blank nodes can be expanded,
meaning the size of the RDF subgraph shown to the user is
unbounded and can vary considerably.

The tool displays a query along with a single entry of
a semantic search result (the URI along with its explana-
tion). A user can then rate the relevance of the result to
the query on a four-point zero to three scale. We measure
two dimensions of relevance, the relevance of the result to
the main intention of the query; and relevance of the result
to the full query text. For example, given the query “john
smith barcelona” with entity set {“john smith”, “barcelona”}
and intent = “john smith”, we would evaluate the relevance
of each query result to both the entity “john smith” as well
as the full query. In this setting, any “John Smith” is rele-
vant in the first case, while only the “John Smiths” who are
associated with “Barcelona” are relevant in the second case.
We design our experiment in this manner because we are
interested in both ranking for entity based retrieval and for
full query answering.

Human judges were instructed to rate the relevance of the
main entity, and only use the query explanation as aid in
understanding what the entity is. Thus over-explanation or
any irrelevant information in the explanation does not affect
the relevance rating, ensuring we only measure result qual-
ity and not explanation quality. The judges were given the
following two questions and a four-point scale for each.

6http://www.w3.org/Submission/CBD/



Figure 3: A screen capture of our evaluation tool showing a query for the entity “Aerocalifornia” with context
entity “La Paz”.

• Is the resource in the result relevant to 〈the query

intent resource〉?

• Is the resource in the result relevant to 〈the full

text query〉?

In each case, the words “resource” and the resource or query
were highlighted and colour coded to coincide with the ren-
dering of the query, query intent, and result resource. This
ensured that the judge could easily distinguish what was be-
ing evaluated for each question. The description of the scale
given to the judges was as follows.

• 0: Not relevant - the resource in the result is not at all
relevant to the query resource.

• 1: Somewhat relevant - the resource in the result is
moderately relevant to the query resource. For ex-
ample, the result has the entity contained in a text
property (review text, summary, etc...) or tag.

• 2: Relevant - the resource in the result is related to
the resource in the query.

• 3: Perfect match - the resource in the result exactly
describes the resource in the query. For example, the
result is a VCard (address book entry) for a person
entity in the query. In the cases of a type query, a
result which is an instance of the type is also a perfect
match.

A similar description was given for the task of rating the
relevance of the result resource to the full query.

The tool is shown in Figure 3. The query, “aerocalifor-
nia, la paz” is rendered in black, with the main intent of
the query, “aerocalifornia” below in parenthesis. The result
being shown is a VCard for a person who works for Aero-
california in La Paz (the name is anonymized for privacy
reasons). Because this person entity is related to the in-
tent entity of the query, it would be given a score of two by
human evaluators.

With this mechanism we judged 1162 results from 264
queries, corresponding to the (at most) top-5 results pro-
duced by our baseline ranking algorithm. Such a shallow
evaluation scheme is typical of web search engine evalua-
tion, where greater number of queries is preferred to large
number of results evaluated per query.

3.3.1 Analysis of Human Judgments
Even with a given description of the evaluation task, de-

termining the relevance of an RDF resource to a query is a
difficult process that can be highly subjective at times. To
validate our human assessments, we had the judges evaluate
an overlapping set of 230 query results and compared the
assessments. Figure 4 shows a table of evaluation decisions
for the four-point relevance scale. Each cell in the (symmet-
ric) table shows the frequency of a judgment for the value
of its respective row and column. Thus the diagonal entries
show the frequency of perfect agreement, which occurs on
64% of the result evaluations for query intent, and 71% of
the result evaluations for full query. If we also consider the
cells adjacent to the diagonals, we see that the “off-by-one”
agreement of judges produces an agreement of 93% for query
intent 94% for full query. This indicates that our judges give



Query Intent Resource
0 1 2 3

0 46 16 6 0
1 - 61 37 19
2 - - 13 9
3 - - - 23

Full Text Query
0 1 2 3

0 148 29 6 0
1 - 15 7 5
2 - - 3 9
3 - - - 8

Figure 4: Inter-judge agreement on relevance scores
from 0 to 3 for both relevance to the query resource
and relevance to the full text query.

generally similar valuations to results, despite the inherent
subjectiveness of the task.

In Figure 5 a histogram for both relevance of query in-
tent to the result and relevance of full query to the result
is shown. These histograms illustrate the frequencies of
each value on our four-point scale over the full result set.
While our entity retrieval scores mostly in the moderate rel-
evance range, the results are not very relevant to the full text
queries. This is a result of our simple baseline metric used
for retrieval. Our results, however, do contain enough diver-
sity in relevance to conduct an evaluation for distinguishing
ranking algorithms.

3.3.2 Stability
We evaluate the stability of our chosen metrics on the re-

source ranking task. In order to achieve a 95% confidence
interval, we apply a standard bootstrap method [8]. We
compute a sample of size n from our query workload of size
n, sampling with replacement. From this sample, we com-
pute the mean value of the metric being evaluated over all
queries in the sample. We repeat this process one million
times to get a set of means, and compute the mean and stan-
dard error over the resulting set of means to obtain a 95%
confidence interval. This final mean can then be compared
with the empirical mean obtained from the actual workload
to test the stability of the metric.

Figure 6 shows the results of our stability test. Averaged
across many samples, the bootstrapped mean of the metric
becomes very close to the empirical mean and produces a
tight confidence interval at 95% confidence (we find a differ-
ence after the sixth decimal place in all cases). This indicates
that the metrics are stable across samples of semantic queries
from the same distribution over RDF resource results. We
note that this stability is also dependent on our data, the
sampling method used to obtain our query workload from
the web query log, and the human relevance judgments. We
must also make the assumption that the bootstrap sampling
draws scores from a normal distribution to apply this anal-
ysis.

3.3.3 Discriminant Power
We aim to show that applying our test metrics to RDF

resources with a fixed retrieval, explanation, and presenta-
tion strategy has the ability to discriminate among ranking
approaches in an intuitive way. We consider three ranking
strategies, all based on re-ranking the same top-5 results
returned by our fixed baseline retrieval strategy. The first
approach is a random re-ranking, the second is our baseline
ranking algorithm described in Section 3.1, and the third is
the ideal re-ranking where results are ordered based on the
valuations given by a human judge.

Figure 5: Histograms showing the frequencies of val-
uations from the four-point evaluation scale. Valua-
tions were made for query intent (top) and full query
(bottom).

Figure 7 shows the results of the three ranking approaches.
We see that for both the query resource relevance and the
full text query relevance the scores distinguish among the
ranking approaches as expected. This is a positive result
for discriminating power, given how easy it is to obtain a
high score with a random re-ranking of only 5 results. Note
that we omit P@5 since re-ranking the same results does
not affect the score, and thus all systems would be ranked
equally.

4. RELATED WORK
Due to the diverse nature of data models considered in

semantic search systems (e.g., text, annotated data, ontolo-
gies) a wide spectrum of query languages are used for se-
mantic search. These query languages range from expressive
structured queries, like SPARQL [23], to simple keyword
queries. A number of works also consider semi-structured
variations (hybrid search) which integrate structured query
parts with keyword context [27, 20, 25].

From the point of view of evaluation, structured queries
have an explicit semantics and thus a well defined query
result. Such systems can be evaluated using standard ap-
proaches from the database community, and as such, we
omit them from our discussion. Keyword queries and semi-
structured queries however, have uncertain results and are
thus much more challenging to evaluate.

A number of end-to-end semantic search systems have
been developed up to date, e.g. [6, 7, 10, 11, 12, 19, 24].
Given that semantic search systems are a subset of informa-
tion retrieval systems it would be natural to apply existing
IR benchmarks. This is the choice made by Fernandez et
al. who perform evaluation using the TREC benchmark



Query Resource Full Query
Metric Random Baseline Ideal Random Baseline Ideal

DCG 5.004 5.072 5.402 2.878 2.923 3.0670
NDCG 0.942 0.952 1.0 0.968 0.972 1.0
MAP 0.644 0.719 0.820 0.603 0.668 0.790

Figure 7: Distinguishing among the baseline, random, and ideal rankings for various metrics.

Measurement Query Resource Full Query

Empirical NDCG 0.9529 0.9721
Bootstrap NDCG 0.9529 ± 1.02e-05 0.9721 ± 9.08e-06
Empirical MAP 0.7190 0.6684
Bootstrap MAP 0.7190 ± 7.04e-05 0.6684 ± 7.69e-05
Empirical P@5 0.4111 0.1533
Bootstrap P@5 0.4111 ± 5.25e-05 0.1533 ± 4.15e-05

Figure 6: Stability of metrics for resource rank-
ing. Confidence intervals are computed at 95% con-
fidence. Results are shown for both result resource
to query resource, and result resource to full text
query.

[9]. TREC has been designed for measuring the relevance of
results returned by text retrieval engines and finds its ori-
gins in the Cranfield experiments [5]. However, there are
two problems inherent in applying TREC measurements di-
rectly. First, many semantic search engines fall back to ba-
sic keyword search when the query can not be understood
in terms of the available semantic models. Thus it is not
known how much of the evaluation tests the part of the sys-
tem that actually employs semantics, and how much covers
traditional keyword search. In fact, in the work of Fernan-
dez et al. only 20% of the TREC queries used are covered by
ontology concepts, the rest are removed leaving 20 queries
for evaluation. Simply dismissing the queries that can not
be semantically interpreted is not easy as different search
engines may have vastly different query understanding capa-
bilities. Furthermore, reaching consensus on a query work-
load in this manner may be impossible as each approach to
query interpretation can vary significantly. Thus, taking the
intersection of queries that a set of semantic search engines
can handle would likely produce an “easy” workload (if not
empty), which can not be justified as representative of real
users. Evaluating each search engine only on the queries it
can interpret also has drawbacks since the results obtained
by two different search engines may not be directly compa-
rable.

The second and even more apparent problem is that not
all semantic search engines perform document retrieval, but
rather retrieve knowledge encoded in some semantic data
model. In many contexts, the data in the system is not
necessarily associated with any particular text document.
This is the case for example with search engines that crawl
and index Linked Data such as Sindice [19]. Even in cases
where there is a document, an evaluation based on document
rankings is not able to measure some of the key advantages of
semantic search such as being able to give precise answers
to factual questions or that answers can be computed by
aggregating knowledge from different documents.

While TREC itself is thus not applicable to our scenario,
the general concepts of the Cranfield experiments can be di-
rectly carried over. In particular, we take a system-oriented
perspective with a reference collection, a fixed set of test
queries and a set of relevance judgments, which form the
benchmark. In this respect our work is analogous to the
INEX series [14], which is an adaptation of the methodol-
ogy to XML content retrieval. Among the various tracks
of INEX, the entity-retrieval experiments the INEX Entity
Ranking Track is most relevant in terms of the query type.
However, this INEX track also focuses on textual corpora
and that means that systems compete also on information
extraction functionality. In contrast, semantic web search
engines work with structured data.

In terms of the queries we consider, there are also com-
monalities to benchmarks that consider queries for particu-
lar types of entities such as the Web People Search Evalu-
ation (WEPS) [2], or the expert finding task of the TREC
Enterprise Track [22]. With respect to addressing keyword
retrieval on structured data, there is also existing work in the
database literature (e.g., [3, 13, 15]). This field of research
has not produced a common evaluation methodology that
we could adapt, and the development of evaluation method-
ology has been identified by this community as an important
goal for future work in a recent SIGMOD tutorial [4].

5. CONCLUSION
We have outlined the details of a methodology for seman-

tic search evaluation on the Web of Data: ad-hoc object re-
trieval. Our proposal builds on the well established ad-hoc
document retrieval task, allowing us to reuse existing efforts.
We empirically justified the applicability of ADR metrics to
our object ranking problem showing that our adaptations to
object retrieval are sound. We also have constructed a ty-
pology of Web queries from the object retrieval point of view
and have defined the notion of a result and what relevance
means in this context.

To a great extent, much of our work revolved around mak-
ing the choices required to arrive at a benchmark that can be
reliably executed, a property which we have demonstrated.
We believe that the resulting evaluation still covers a large
class of systems and it is able to discriminate among these
systems based on their ranking functionality. One may ar-
gue that by opting to evaluate using Web queries we have
excluded structured queries of higher complexity than what
is typically expressed in Web search, e.g. queries involving
variable matching or restrictions on attributes. We have cho-
sen to evaluate on Web queries because there is no similar
generic collection of real information needs in the semantic
search domain. The queries we did find in the query logs
are real, provide a diversity of topics, are highly relevant
and fall within the common subset of query types supported
by the majority of semantic search engines. Despite this,



our model could be applied in alternative scenarios where
the relevance of an object to a query can be evaluated.

It has also become clear that in order to arrive to an exe-
cutable benchmark, we needed to exclude significant parts of
a semantic search system. We believe that additional eval-
uations can be designed for these components, e.g. for mea-
suring the quality of result explanation. One may also de-
cide to compare actual implementations of semantic search
engines: while a benchmark may compare algorithms, the
success of actual semantic search engines will depend on a
number of variable factors including the comprehensiveness
of the index and the freshness of the data.

We consider our results a first step towards a common
methodology for semantic search evaluation. Our analysis
provides a foundation that can be harnessed by the semantic
search community at large to develop standard evaluation
procedures for object retrieval on the Web. Based on our
results, we plan to organize a public evaluation campaign
of semantic search ranking as part of the yearly Semantic
Search workshop series. To this end, we plan to release in the
public domain both our annotated query set, our reference
collection, and our evaluation tool.
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